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Research Objective

* The goal of the project is to use deep learning to predict @ Cellularautomaton |\ ommmmm e
local mechanical properties from local thermal history in

AM alloys thus avoiding expensive simulations. I CFD simulation Microstructure
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reduction of thermal history and microstructure.

Computational Methods for Data Generation
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computed at four representative angles §e 12 samples from each layer; 12 samples from interlayer space
» Each wall has 10 layers with dimensions in mm : 0.99, 0.165, 0.4
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Outcomes

Highest Temp Heat Gap No. of Peaks * We used smaller neural networks to explore process-structure-
w0ro oo property to judge the sufficiency of data.

S Ty 9fmo @ o * The neural network has: 3 hidden layers, 20 neurons per layer,

° s foam 0 om omm © 856 samples, hyperbolic tangent and relu activation functions.

* The prediction suggests we have insufficient data for deep learning
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Larger database is required.
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\_* The physics based thermal history parameters captured location and processing information. j 2
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